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This paper presents a method of synchronizing video sequences that exploits the non-rigidity of sets of
3D point features (e.g., anatomical joint locations) within the scene. The theory is developed for homog-
raphy, perspective and affine projection models within a unified rank constraint framework that is com-
putationally cheap. An efficient method is then presented that recovers potential frame correspondences,
estimates possible synchronization parameters via the Hough transform and refines these parameters
using non-linear optimization methods in order to recover synchronization to sub-frame accuracy, even
for sequences of unknown and different frame rates. The method is evaluated quantitatively using synthetic
data and demonstrated qualitatively on several real sequences.
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1. Introduction

In order to recover non-rigid human motion, commercial sys-
tems (e.g., [1]) employ a number of hardware-synchronized and
accurately calibrated cameras under controlled studio conditions.
High contrast markers at anatomical locations on the surface of
the body are tracked in each camera, their 3D coordinates com-
puted by triangulation and a ‘skeleton’ fitted to the resulting mar-
ker set using kinematic constraints. Various motion parameters
(e.g., joint angles) can then be estimated over the sequence.

A more practical system would eliminate many of these con-
straints such that human motion can be recovered from stock foot-
age using only a few cameras that are unsynchronized and
uncalibrated. This would not only reduce the cost and technical
complexity of the solution but also extend its application to fields
such as sporting analysis. For example, a single sequence of a
sporting event may include an action observed from several view-
points, possibly at different speeds (e.g., a slow motion action re-
play). In such cases, neither camera synchronization nor
calibration is available and a method that recovers these parame-
ters from the data itself is required.

For this to be achieved, however, the complete system must
address four key problems: recovering projected anatomical land-
marks; establishing spatial correspondence; camera synchroniza-
tion (the focus of this paper); camera calibration.

The research literature on human tracking is vast (see [2] for a re-
cent survey). Although some success has been achieved using mod-
el-based, multi-view tracking [3–5], the recovery of anatomical
ll rights reserved.

(P.A. Tresadern).
parameters (e.g., joint centres or angles) from a monocular sequence
has only been partially addressed. Research methods showing some
promise include database searching [6–8], regression [9–11],
assembling kinematic structure from independently detected body
parts [12–14], model-based tracking of the limbs [15–19] and track-
ing joints directly based on appearance models [20].

However, tracking the human body is not our goal in this paper.
Therefore, in order to demonstrate the synchronization method
independently of the tracking method employed, we use hand-la-
belled joint locations (e.g., ‘left shoulder’) that provide all the infor-
mation required for feature localization and matching (i.e., spatial
correspondence). Obviously, using hand-labelled feature trajecto-
ries is not feasible for live sequences, although a real-time 2D full
body tracker would solve this problem. However, the very nature
of live sequences implies that they are approximately synchro-
nized anyway. We stress that the presented synchronization method
is applicable regardless of how feature locations are obtained,
although its accuracy is dependent on the quality of the input fea-
ture locations.

Camera synchronization (the focus of this paper) ensures that
image features matched between sequences also correspond to
the same instant in time before triangulation. In commercial sys-
tems, this is achieved using hardware although this adds to the
cost and complexity of the solution. More importantly, most stock
footage is captured without hardware synchronization such that an
alternative solution is necessary for 3D reconstruction. However,
several works have shown that the image data itself can provide
sufficient constraints to synchronize the cameras [21–23]. In par-
ticular, our previous studies have shown this to be the case for se-
quences of human motion [24,25]. The ability to synchronize
sequences from the available feature locations makes the method
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applicable to stock footage where hardware synchronization is
unavailable.

Finally, camera calibration provides 3D structure in a Euclidean
coordinate frame such that meaningful motion parameters (e.g.,
joint angles and body segment lengths) may be recovered, as dem-
onstrated for two views in [26,27].

1.1. Video synchronization

Commercial motion capture systems use hardware to synchro-
nize cameras by using a trigger signal from a single source such
that every camera opens its shutter at the same time. This engi-
neering solution to the problem increases the technical complexity
and cost of the system. In contrast, we present an algorithm that
aligns the sequences in time using the data itself, as illustrated
by Fig. 1 for two unsynchronized cameras. For every frame in
one sequence, our aim is to recover the corresponding frame in
the other. Note that since the cameras are unsynchronized, there
may be no frame in the second view that corresponds exactly to
the selected frame in the first.

We assume that the temporal relationship between sequences
is linear such that for a given frame, f, in one sequence the corre-
sponding frame in the other sequence, f 0, is specified by

f 0 ¼ a � f þ D; ð1Þ

where a is the ratio of the frame rates and D is the offset of the 0th
frame in the second sequence with respect to the first. In all cases
we seek to recover D to sub-frame accuracy and in some cases we
also seek to recover a (although in many cases it is known that
a ¼ 1 in advance). In the case of non-rigid motion, we pose the syn-
chronization problem as a search for consistent structure between
the two sequences.

1.2. Related work

An early form of synchronization was proposed by Reid and
Zisserman [21] who manually synchronized two sequences using
the geometric distance of a point in one view from its epipolar line
in the other as a measure of temporal correspondence between
two sequences. The assumption of known epipolar geometry (often
Fig. 1. Timelines of two sequences with synchronization offset indicated by the dashed
corresponding frame in the other sequence. Note that, as shown in this example, an exa
capture.
computed using static background points that are common to both
views) required for such a metric has also been applied in other re-
cent methods [28–30]. However, for wide baseline sequences,
background features often have a very different appearance be-
tween views or are not even visible in both cameras, thus making
spatial correspondence difficult.

Synchronization has also been demonstrated for sequence pairs
related by a homography, such as when the scene is planar [31,32]
or when the cameras have coincident centres of projection [33].
Later work [22] synchronized sequences from the trajectory of a
single point imaged under perspective projection by iteratively
estimating spatial and temporal alignment parameters but
assumed that the cameras do not move relative to each other. Fur-
thermore, it is unclear how sensitive the algorithm performance
was with respect to the values used to initialize the optimization.
An alternative approach minimizing the distance between back-
projected lines was recently proposed by Tuytelaars and Van Gool
[23] although it was not clearly demonstrated how this improved
on point-based methods.

Although many existing synchronization methods (including
this one) can easily be extended for more than two views (albeit
at some computational expense – see Section 4.1), algorithms
based on the trifocal tensor have also been proposed specifically
for the three view case [34]. Other methods have recovered a
non-linear temporal warping (e.g., via dynamic programming) be-
tween sequences that were not captured simultaneously for action
recognition applications [35].

Methods that begin by establishing putative frame correspon-
dences typically use robust line-fitting methods such as RanSaC
[31,24,30] or the Hough transform [28,25] to reduce the effect of
gross outliers when estimating synchronization parameters.

The presented method is inspired by the work of Wolf and Zo-
met [36] who used rank constraints [37] of a matrix of image mea-
surements to define its ‘energy’ above an expected rank bound.
This energy is minimized when structure is most consistent be-
tween sequences (i.e., when they are synchronized). Therefore,
the offset between sequences was found by a linear search across
all possible offsets. Their method was novel in that it did not re-
quire exact point correspondences between views (although it
did make the weaker assumption that the points tracked in the
arrow. Given a frame in one sequence (the darker frame), our goal is to find the
ctly corresponding frame may not exist due to a finite time interval between frame
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second sequence could be expressed as a fixed linear combination
of a subset of points in the first sequence).

However, the limitation of their method was that it recovered
synchronization by pooling data from groups of at least 3N þ 2
frames, where N was the number of points tracked in the first se-
quence. As a result, their method required that the cameras had
the same frame rate and were rigidly fixed with respect to each
other. The pooling of data over multiple frames also fails when
the scale of an object changes over time due to camera zoom or
perspective effects. Furthermore, their rank bound that indicated
temporal alignment was defined by a heuristic measure. Finally,
they only recovered synchronization to the nearest frame.

In contrast, we develop a rank-based method to recover syn-
chronization to sub-frame accuracy for sequences of unknown and
differing frame rates. Structural consistency is evaluated indepen-
dently for every frame pair, using a rank constraint that is related
directly to an algebraic distance measure. In the affine case, this
rank constraint is directly related to the geometric reprojection er-
ror and therefore has an intuitive interpretation.

Furthermore, evaluating each frame pair independently means
that (i) the cameras are free to move independently of each other
and (ii) the method can deal with temporary occlusion of feature
points. Finally, our method does not require static background fea-
tures to estimate the epipolar geometry of the cameras. This is an
advantage in wide baseline applications where, in contrast to back-
ground features, foreground features (e.g., points local to the hu-
man subject) are more often within the view of both cameras
and can be matched by geometric (rather than photometric)
constraints.

1.3. Paper outline

This paper builds on our previous work [24,25] by presenting
the theory and method in greater detail, including proofs where re-
quired. We also present a much more thorough evaluation of per-
formance for both noiseless and noisy data for a quantitative and
qualitative analysis, respectively.

We begin by developing a unified theory of rank-based synchro-
nization for homography, perspective and affine projection models
in Section 2. In particular, we show how this framework leads nat-
urally to the well-known ‘Factorization Method’ [37] in the affine
case. This theory is then employed within a computationally effi-
cient algorithm that estimates putative frame correspondences,
performs robust line fitting and optimizes the recovered synchro-
nization parameters using non-linear error minimization (Section
4). Section 5 presents results of a number of evaluations using syn-
thetic data and the method is demonstrated on real examples in
Section 6. Since affine structure is also recovered as part of the syn-
chronization process, we include a brief note on calibrating to a
Euclidean coordinate frame in Section 7 before concluding in Sec-
tion 8.
2. Theory

The basic idea underpinning our approach is simply stated: if the
motion being observed is non-rigid, a metric that measures the con-
sistency of the scene between views will assign a low cost to frames
that are temporally aligned and a high cost to those that are not. This
assumption of non-rigidity is common to most synchronization
algorithms [21,31,36,23,28]. Algorithms that do not require non-
rigidity instead impose other constraints, e.g., that the cameras must
be rigidly attached to each other [32] or that close initial values of
the synchronization parameters are given [22].

We investigate a non-rigidity metric for pairs of frames related
by a homography, the fundamental matrix and the affine funda-
mental matrix. For further details on multiple view geometry, we
direct the reader to [38].

2.1. Homography model

The case of recovering synchronization for sequences related by
a homography was notably studied by Caspi and Irani using optical
flow methods [32,33]. In contrast, we consider the case where two
cameras observe point features (e.g., Harris corners) moving inde-
pendently in a plane. Under this model, corresponding homoge-
neous image features, z and z0, are related by a homography, H:

H ¼
h1 h2 h3

h4 h5 h6

h7 h8 1

264
375 ð2Þ

such that

Hz ¼ z0 ð3Þ
) z0 �Hz ¼ z0 � z0 ¼ 0 ð4Þ

up to scale (since the image points are homogeneous). Each point
correspondence imposes two linear constraints on the homography
such that, under ideal conditions, we can write the system of con-
straints for all points as

MHh ¼ 0; ð5Þ

where MH is a 2N � 9 matrix of constraints defined by the image
feature locations and h ¼ ðh1; . . . ;h8;1ÞT . We then define the sum
of squared algebraic distances, dalgð�; �Þ, between features z0i mea-
sured in a frame from sequence 2 and those transferred, Hzi, from
a frame in sequence 1 asX

i

dalg z0i;Hzi
� �2 ¼ kMHhk2 ð6Þ

such that linear least squares methods can be employed to mini-
mize dalg for a given pair of frames. For N 6 4 points, any h in the
right nullspace of MH satisfies (5) exactly. For N > 4 points, how-
ever, dalg is minimized by setting h ¼ ĥ, the right singular vector
corresponding to the smallest singular value, rmin, of MH and rescal-
ing appropriately. For this particular value of H ¼ Ĥ, it can be shown
(see Appendix A) thatX

i

dalg z0i; Ĥzi

� �2
¼ r2

min: ð7Þ

This suggests that a ‘rank constraint’ framework may be em-
ployed to synchronize sequences since a small value of r2

min indi-
cates a potentially close temporal alignment between a pair of
frames.

2.2. Perspective model

For perspective projection, we again propose using the algebraic
distance measure in a rank-constraint framework as a computa-
tionally cheap alternative to minimizing a geometric distance
(e.g., as in [22]). Corresponding homogeneous image features, z
and z0, are related by the perspective fundamental matrix, F:

F ¼
f1 f2 f3

f4 f5 f6

f7 f8 1

264
375; ð8Þ

where

zT Fz0 ¼ 0: ð9Þ

In this case, however, each point correspondence imposes only a
single linear constraint on F such that
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MFf ¼ 0; ð10Þ

where MF is a N � 9 matrix of constraints defined by the image fea-
ture locations and f ¼ ðf1; . . . ; f8;1ÞT . We define the sum of squared
algebraic distances, dalgð�; �Þ, between features z0i from a frame in se-
quence 2 and their epipolar lines, Fzi, as computed from the corre-
sponding features in sequence 1 asX

i

dalg z0i;Fzi
� �2 ¼ kMF fk2

: ð11Þ

Again, linear least squares methods can be employed to minimize
dalg for a given pair of frames. For N 6 8 points, any f in the right
nullspace of MF satisfies (10) exactly and a unique solution is pro-
vided by the well-known ‘eight point algorithm’ [39,40]. For N > 8
points, dalg is minimized by setting f ¼ f̂, the right singular vector
corresponding to the smallest singular value, rmin, of MF and rescal-
ing appropriately. As with the homography case, for this particular
value of F ¼ F̂ it can be shown (see Appendix A) thatX

i

dalg z0i; F̂zi

� �2
¼ r2

min; ð12Þ

again suggesting that a rank constraint framework may be applica-
ble albeit at a cost of requiring twice as many points as the homog-
raphy model.

2.3. Affine model

For most of this paper, however, we will focus on the simpler
case of affine projection, a commonly used projection model in hu-
man motion analysis applications since the human body has lim-
ited depth and perspective effects are typically small at any
given time. In the affine case, the fundamental matrix takes the
form

A ¼
0 0 a1

0 0 a2

a3 a4 1

264
375 ð13Þ

and again

MAa ¼ 0; ð14Þ

where a ¼ ða1; . . . ; a4;1ÞT . However, in this case the N � 5 constraint
matrix, MA, takes the particularly simple form

MA ¼

x1 y1 x01 y01 1

..

. ..
. ..

. ..
. ..

.

xN yN x0N y0N 1

2664
3775; ð15Þ

where ðxn; ynÞ
T and x0n; y

0
n

� �T denote the nth feature in the first and
second view, respectively. As in the other projection models, linear
least squares are employed such that N ¼ 4 provides an exact solu-
tion whereas for N > 4 points, setting a equal to the right singular
vector corresponding to rmin minimizes the algebraic distance be-
tween the point sets.

2.4. Factorization approach

Furthermore, it can be shown (see Appendix B) that translating
all points so that their centroid lies at the origin gives a new ma-
trix, fMA with a tighter lower bound on rankðfMAÞ. Under these
conditions

fMA~a ¼

x1 � �x y1 � �y x01 � �x0 y01 � �y0

..

. ..
. ..

. ..
.

xN � �x yN � �y x0N � �x0 y0N � �y0

2664
3775

a1

a2

a3

a4

26664
37775 ¼ 0 ð16Þ

such that rankðfMAÞ 6 3 under ideal conditions.
In proposing the Factorization method [37], Tomasi and Kanade
arrived at the same conclusion by different reasoning. For two af-
fine views, their observation shows that the normalized 4� N
‘measurement matrix’ of image coordinates, W, can be written as
a product

W ¼

x1 � �x � � � xN � �x

y1 � �y � � � yN � �y

x01 � �x0 � � � x0N � �x0

y01 � �y0 � � � y0N � �y0

26664
37775 ¼ P1

P2

� �
Z1 � � � ZN½ �; ð17Þ

where Pi is the 2� 3 projection matrix of the ith view and Zn is the
3� 1 vector of inhomogeneous 3D coordinates of the nth feature.
Specifically, (17) shows that the rank of W is bounded above by 3
since it is a product of a 4� 3 projection matrix (denoted P) and
3� N structure matrix (denoted Z). Note that for the two view case
W ¼fMT

A, thus confirming the rank constraints derived earlier.
However, in contrast to using the affine fundamental matrix,

the factorization method naturally extends to any number of
views. Tomasi and Kanade exploited this fact to propose the factor-
ization of W into affine motion and structure using the Singular Va-
lue Decomposition (SVD), thus recovering all Pi and Zn up to an
affine transformation. Reid and Murray [41] later demonstrated
that the Factorization method recovers the ‘optimal’ structure
and motion in terms of minimizing reprojection error and can
therefore be interpreted as a Maximum Likelihood estimate,
assuming isotropic Gaussian noise.

Unlike the homography and perspective projection cases, affine
projection is linear. Therefore, PZ gives the reprojected feature
locations directly, in contrast to the non-linear projections (e.g.,
homography and perspective projection) where a rescaling of the
homogeneous coordinates (to correct for depth) must be applied
to obtain reprojected image features. As a result, the sum of
squared geometric reprojection error, E, following factorization is
also linear and obtained as

E ¼ kW� PZk2
F ; ð18Þ

where k � kF denotes the Frobenius norm. Once again, it can be
shown (see Appendix C) that this is directly related to the singular
values of W by

E ¼
Xr

i¼4

r2
i ; ð19Þ

where we have assumed the singular values are in order of magni-
tude. In the two view case (where r ¼ 4) this reduces to
E ¼ r2

min ¼ dalg . This equivalence between algebraic and geometric
error (previously noted in [38]) makes a rank-constraint framework
especially applicable under affine projection.

2.5. Affine vs. perspective projection

In the context of synchronization from human joint locations,
we are faced with a choice of whether to use an affine or perspec-
tive projection model since both are equally valid. Most applica-
tions employ an affine model for simplicity since the relief of
the human body is relatively small when compared to the typical
distance of the subject from the camera. As a result, the affine
approximation is a sufficiently accurate approximation in most
cases.

Furthermore, the affine model has only four parameters that
must be estimated in contrast to 8 for perspective projection. There-
fore, for a fixed number of features the affine model is more strongly
constrained. Alternatively, in cases where a features are unavailable
(e.g., on an occluded limb) there may be enough remaining features
to constrain the affine model but not the perspective model.
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Fig. 2. (a) The cost surface C1ðf ; f 0Þ for the real running example, shown in plan
view and normalized such that values range from 0 (dark) to 1 (light). Note the
visible ‘channel’ close to the principal diagonal where the true correspondence lies.
(b) Contour plot of C2ða;DÞ, also indicating the solution recovered via non-linear
optimization. From the elliptic shape of the basin of attraction, we see that errors in
a may be compensated by a complementary error in D.
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3. Rank-based synchronization

Intuitively this measure of non-rigidity would seem to be an
appropriate metric for determining synchrony: when frames are
temporally aligned, image correspondences are consistent with
an underlying interpretation of three-dimensional structure (the
pose of the person at that instant) and reprojection error is small.
However, when the sequences are not aligned the images are of dif-
ferent points in space and therefore not subject to any rank
constraint.

Using the results derived so far, we propose two cost functions
in order to recover the synchronization between two sequences.
The first match cost, C1ðf ; f 0Þ, reflects the residual reprojection error
resulting from the pairing of two frames, f and f 0:

C1ðf ; f 0Þ ¼ r2
min; ð20Þ

where rmin is the smallest singular value of MH , MF or W. In the af-
fine case, Wðf ; f 0Þ is defined as

Wðf ; f 0Þ ¼
Wðf Þ
Wðf 0Þ

� �
¼

zf
1 � � � zf

N

zf 0

1 � � � zf 0

N

" #
ð21Þ

and zf
n and zf 0

n are the normalized image coordinates of the nth fea-
ture in frame f and f 0 of sequences 1 and 2, respectively. Pairs of
frames with a low value of C1ðf ; f 0Þ are a good match whereas those
with a high value of C1ðf ; f 0Þ are structurally inconsistent. This is
apparent in Fig. 2a showing a plan view of the cost function,
C1ðf ; f 0Þ.

Having defined a match cost between frames from two different
sequences, we then define a cost function for the synchronization
parameters, a and D. The most intuitive is simply the sum of all er-
rors over the entire sequence such that

C2ða;DÞ ¼
X

f

C1ðf ;a � f þ DÞ: ð22Þ

This defines a cost surface (shown in Fig. 2b) upon which we find a
local minimum via non-linear optimization based on a sensible ini-
tial estimate, as described in the following section.

4. Method

For every frame, f, in sequence 1 we compute the match cost for
every potentially corresponding frame, f 0, in sequence 2. Fig. 3a
shows C1ð37; f 0Þ, a ‘slice’ through the cost function at frame 37 of
sequence 1. In this example, we see that multiple minima are pres-
ent due to periodic motion in the action being performed (a run-
ning motion in this case).1

Exhaustively computing C1ðf ; f 0Þ for all pairings of f and f 0 gen-
erates a coarse 2D cost surface as shown in Fig. 2a. Although this
requires F � F 0 evaluations of C1 for sequences of F and F 0 frames,
the method is relatively efficient due to the simple form of the cost
function.

From C1, we select putative frame correspondences (Fig. 4a) via
thresholding and non-minimum suppression across f and f 0. In pre-
vious work [24], we used random sample consensus (RanSaC [42])
to fit a line to these potential frame correspondences in a robust
manner. In this work, however, we use the frame correspondences
to cast votes in a Hough accumulator [43] from which it is straight-
forward to extract peaks (Fig. 4b) corresponding to potential syn-
chronization parameters. If a is known in advance, we compute a
1D Hough array that indicates potential offsets only.
1 Pooling data from consecutive frames can resolve ambiguity, as demonstrated in
[36,24]. However, since this imposes further constraints on the system (namely that
the cameras have the equal frame rates and do not move relative to each other) we do
not pursue this further in the current work.
Since we expect there to be multiple peaks in ambiguous cases,
we retain all peaks with a score greater than 80% of the maximum.
Furthermore, we eliminate highly unlikely estimates that lie out-
side of the range 0:1 6 a 6 10.

Since the recovered correspondences are between whole
frames, the Hough transform returns estimates of potential align-
ment whose resolution is limited by the bin size. Moreover, if a
is known to be unity then the accuracy of D is theoretically limited
to the nearest whole frame.

We can refine this initial estimate by optimizing the cost func-
tion C2ða;DÞ directly in order to recover a and D to sub-frame accu-
racy. This requires us to evaluate C1ðf ; f 0Þ using image features at
frame f in the first sequence and from the corresponding (i.e., pre-
dicted) instant, f 0 in the second sequence. However, the predicted
value, f 0 for an arbitrary a and D almost certainly has a real (i.e.,
non-integer) value. As a result, the required image features are
not directly available since they occur between observed frames.
Therefore, we approximate by interpolating between the two near-
est observed frames:
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Fig. 3. (a) Plot of C1ð37; f 0Þ for the running sequence. Note that in addition to the correct minimum (frame 67, in this case) another minimum is evident (frame 118) due to
periodic motion (also noted by [36]). (b) C1ð37; f 0Þ evaluated using interpolated feature locations in the interval [65,69]. The computed minimum is observed close to the
correct minimum ðf 0 ¼ 67Þ.

2 Other optimization methods (e.g., Levenberg-Marquardt, Non-linear Conjugate
Gradients) are equally applicable since the error surface is typically convex within the
region of the correct solution. As long as the Hough transform returns a good initial
value and the optimizer is well-tuned, the final result is the same regardless of the
optimization method.
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Wðf 0Þ ¼ ð1� bÞWðbf 0cÞ þ bWðdf 0eÞ; ð23Þ

where

b ¼ f 0 � bf 0c ð24Þ

is a linear coefficient that weights the two nearest frames appropri-
ately. Linear interpolation was found to reduce reprojection errors
compared with single frame accuracy (see Section 5.4) although
higher order interpolation (e.g., quadratic, cubic) may yield superior
estimates.

Using this interpolation, we are able to evaluate C1ðf ; f 0Þ for
non-integer values of f 0 (see Fig. 3b). In particular, we can evalu-
ate C1ðf ; f 0Þ for every measured frame, f, and its predicted coun-
terpart, f 0. This then allows us to evaluate C2ða;DÞ for any
ða;DÞ pair via Eq. (1).

We therefore evaluate C2ða;DÞ for each of the ða;DÞ pairs that
were retained from the Hough accumulator after thresholding.
We then refine the ða;DÞ pair with the smallest error using stan-
dard optimization methods (the Nelder-Mead Simplex algorithm,
implemented as fminsearch in Matlab2). This recovers a locally
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Fig. 4. (a) Local minima corresponding to potential frame correspondences,
recovered using non-minimum suppression and thresholding of the cost surface
shown in Fig. 2a. Note the high number of good matches along the diagonal where
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peak at ða;DÞ ¼ ð1;32:76Þ.
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optimal solution for the cost surface, C2ða;DÞ, as illustrated in Fig. 2b.
In all of our examples, C2ða;DÞ was convex within the region of the
correct solution. However, we also show examples where the loca-
tion of the minimum is not at its true value (Section 6.2) and where
there are multiple minima (Section 6.3). In the latter case, it is essen-
tial that the Hough transform finds the best initial estimate.

This process can be seen as a hierarchical search for the globally
optimal solution, using computationally cheap methods (the
Hough transform) to reject a high number of poor estimates early
on so that relatively expensive processes, such as computing the
cost C2ða;DÞ, are performed for only a small number of hypotheses.

4.1. Synchronizing multiple sequences

We digress for a moment to consider the synchronization of
more than two sequences. In the general case of k sequences, we
must search for a line in Rk space. If each sequence has � F frames,
we must evaluate approximately Fk potential matches and the
problem scales exponentially with the number of sequences. This
is typically the case with any synchronization algorithm.
To make the search more computationally efficient, however,
we propose an alternative approach. Using k ¼ 3 as an example,
we note that any line fit to correspondences between sequences
1 and 2 defines a plane in R3. Similarly, any line fit to correspon-
dences between sequences 2 and 3 also defines a plane in R3.
The intersection of these planes then completely defines the syn-
chronization parameters and can be checked for consistency using
the putative correspondences between sequences 3 and 1.

In general, the sets of synchronization parameters between k
pairs of sequences can be searched for the combination that results
in the most consistent solution. This approach would require
approximately kF2 frame comparisons and therefore becomes
much more tractable. This solution can then be refined using
non-linear optimization as before.

4.2. Outlier rejection

Since the method is based on a least-squares approach to deter-
mine the reprojection error for each putative frame pairing, gross
outliers (e.g., as a result of tracking error) have a highly undesirable
effect. Therefore, it is beneficial to make the system more robust by
detecting such outliers and reject them at an early stage. This may
be achieved using a strategy such as RanSaC to estimate the affine
fundamental projection matrix from four matched points, then
seek consensus from the remaining points. Solutions with low con-
sensus as a result of gross outliers are rejected whilst those with
high consensus are used to compute the reprojection error. Since
this method has been successfully applied to estimate fundamental
matrices for some time [44], we do not present results of its appli-
cation in this work.

5. Performance evaluation

In the previous work [24,25], we evaluated the synchronization
algorithm using real sequences made up of hand-labelled (and,
therefore, noisy) features. In this evaluation, however, we em-
ployed a synthetic sequence pair of a human impersonating a mon-
key (Fig. 5). Since this sequence was synthetic and noiseless, we
obtained a more accurate assessment of algorithm performance
that was free from the effects of noisy input data. Performance
on real sequences is presented in Section 6.

Two views, synchronized by design, each contained 480 frames
of 14 point features located at anatomical landmarks on the body
(shoulders, elbows, wrists, hips, knees, ankles, midriff and head)
that were imaged under perspective projection. We then deleted
50 frames from the beginning and end of the first view to give
‘ground truth’ synchronization parameter values of Dgt ¼ 50 and
agt ¼ 1. Except where stated, we fixed a at its known value and
recovered only D, making the problem a one-dimensional search.
Later experiments demonstrate the ability of the algorithm to re-
cover both D and a. A quantitative analysis of sensitivity to noise
was available by adding noise of a known variance; performance
on real, noisy sequences is evaluated in Section 6. Comparisons
with previously reported results are also included where
appropriate.

5.1. Baseline performance

We begin with the simplest case where the offset took an inte-
ger value, a was constrained at unity and the image data were
noiseless. However, we also note that an offset that is exactly inte-
gral typically occurs only for sequences captured with hardware-
synchronized cameras; real sequences almost always have a real-
valued D. However, it is useful for evaluation purposes to use syn-
chronized sequences that have been offset by an integer value.



Fig. 5. Synthetic ‘monkey’ sequence as seen from two wide baseline viewpoints. The red circles indicate point features used as inputs to the synchronization algorithm.
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When using the affine projection model, the initial offset recov-
ered from the 1D Hough array was D ¼ 50. This estimate was then
updated to D ¼ 50:071 by non-linear minimization of C2. The error
in D of 0.07 frames compensates for the error in reprojected feature
locations as a result of using the incorrect projection model (i.e., af-
fine rather than perspective).

For comparison, the perspective model (i.e., the true projection
model) also recovered an initial offset of D ¼ 50 from the Hough
accumulator. This was then unchanged by the non-linear minimi-
zation of C2 since the data were noiseless and the correct projec-
tion model was used. Similar results were reported for a real
sequence in previous work [25].

We also measured the time taken for each of the processing
steps (Table 1). From these data, we see that evaluating the match-
ing cost between frame pairs accounted for most of the processing
time. Furthermore, the greater complexity of the perspective pro-
jection model is apparent in the processing time required both
for matching and optimization.

5.2. Performance over varying temporal offset

To demonstrate the accuracy of the algorithm for sub-frame off-
sets, we synthesized unsynchronized sequence pairs with offsets of
Dgt ¼ 5;5:1; . . . ;5:9 frames by taking interleaved frames from the
available synchronized sequences. For example, we synthesized
an offset of Dgt ¼ 5:3 frames by taking frames 1;11;21; . . . from
one sequence and frames 54;64;74; . . . from the other.

Fig. 6 compares the recovered offsets with ground truth where
it can be seen that the recovered offsets were typically accurate to
within a few hundredths of a frame despite: (i) the assumption of
linear motion between frames degrades for the low frame rates at
which we are operating; (ii) lowering the effective frame rate re-
Table 1
Measured time for each stage of synchronization method.

Time taken (s)

Affine Perspective

Evaluate frame matching costs 9.01 23.45
Find potential matches 0.16 0.14
Compute Hough accumulator 0.29 0.57
Non-linear optimization (D only) 0.88 18.65
Non-linear optimization (D and a) 2.22 44.61
duces the number of frames available for estimation of the syn-
chronization parameters. A similar accuracy was also observed
for the real running sequence in previous work [24].

We note that this ability to recover accurate synchronization
parameters from widely spaced frames suggests that a coarse-to-
fine approach may be employed. In this example, the user could la-
bel only every 10th frame and the algorithm would find an initial
solution to the synchronization. Putative frame correspondences,
selected based on this initial solution, could then be labelled in or-
der to refine the solution. This would provide substantial savings in
time since only a fraction of the available data would require label-
ling for a satisfactory solution.

It is also interesting that the accuracy was high for offsets of
Dgt ¼ 5; Dgt ¼ 5:5 and Dgt ¼ 6. In contrast, offsets of 5 < Dgt < 5:5
were underestimated and offsets of 5:5 < Dgt < 6 were overesti-
mated. This is due to the fact that equally spaced points on a curve
do not project to equally spaced points on the linear approxima-
tion. Instead, points are more closely spaced near the end-points
of the linear approximation. This warping results in the exact effect
that was observed. More complex interpolation models (e.g., qua-
dratic polynomials, B-splines) may reduce this effect.

5.3. Sensitivity to noise

In the previous work [24], we investigated the effect of noise on
recovering frame correspondences only. In this experiment, we
pursue the matter further and investigate its effect on the final re-
sult following non-linear optimization.

The original image feature locations were perturbed by zero
mean Gaussian noise of increasing standard deviation, rn pixels,
for 50 tests at each level of noise. The scatter plot in Fig. 7a shows
the recovered offsets as a function of the level of noise (the figure
was typically � 300 pixels high in the image). Interestingly, we see
that the distribution of the recovered offsets became multi-modal
with increasing noise. Furthermore, the modes of the distribution
typically occurred halfway between frames. We believed that this
was due to the fact that for slow movements, where the inter-
frame difference between corresponding features is small com-
pared to the (Gaussian) noise, an interpolated feature location that
averages halfway between two noisy estimates is closer to the true
value than the measured position in either frame.

To investigate this hypothesis further, we interpolated features
from the second sequence for a range of values of D using data that



Table 2
Reprojection errors under the affine model where r ¼ rankðWestÞ. The results show a
considerable reduction using sub-frame accurate alignment rather than the nearest
frame. Results for the perspective projection model were similar.

r ¼ 4 r ¼ 3

Nearest ðD ¼ 26:00Þ 9.6204 9.6878
Recovered ðD ¼ 25:53Þ 1.7728 2.9072
Known ðD ¼ 25:50Þ 1.6334 2.8266
Original 0 2.2990
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Fig. 7. (a) Recovered offsets over 50 trials at each level of added zero-mean
Gaussian noise of standard deviation, rn . (b) Reprojection error with respect to D for
data corrupted by noise of increasing variance.
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was corrupted by noise of standard deviation rn ¼ 0; rn ¼ 2 and
rn ¼ 5. We then averaged the reprojection error between the inter-
polated features and their true values over 50 trials (Fig. 7b). For
noiseless data, we see that reprojection error was minimized at
the correct offset. However, for noisy data the reprojection was
minimized by interpolating using a value of D ¼ Dgt � 0:5, thus
averaging between nearby frames and confirming our intuition.

5.4. Reprojection errors

In the baseline comparison, we demonstrated the ability of the
algorithm to recover D to within a few hundredths of a frame when
Dgt took an integer value. In this experiment, we evaluated the
reprojection error having synchronized sequences with a sub-frame
offset. In particular, we demonstrate that estimating the offset to
sub-frame accuracy reduced the error between the interpolated
feature locations and their true values. To quantify reprojection er-
rors, we used odd frames from the first sequence and even frames
from the second, giving parameter values of agt ¼ 1 and Dgt ¼ 25:5.
From an initial estimate of D ¼ 26, a refined value of D ¼ 25:53 was
recovered using the affine projection model. In comparison, using
the perspective model resulted in a recovered offset of D ¼ 25:501.

For each frame, we then computed four sets of feature locations
for the second view: features taken directly from the nearest frame
of sub-sampled data (‘Nearest’); interpolated features using recov-
ered synchronization parameters (‘Recovered’); interpolated fea-
tures using known synchronization parameters (‘Known’);
features taken directly from original image data (‘Original’). Since
these feature locations are typically of full rank (i.e., not subject
to the rank constraint) due to perspective, we also computed a re-
duced-rank version that satisfied the rank constraints by projecting
onto the appropriate subspace. For each set of estimated features
at every frame, West , we then computed the sum of squared repro-
jection errors with respect to the original image data, W:

Eest ¼ kW�Westk2
F : ð25Þ

Table 2 shows the mean Eest over all frames, showing that sub-frame
accuracy offers a considerable reduction in reprojection error com-



Fig. 8. Running sequence as seen from two wide baseline viewpoints.

Fig. 9. Handstand sequence as seen from two wide baseline viewpoints.
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pared with using the nearest frame. Qualitatively similar results
were reported in [24] for a noisy sequence.

We note that there is a tradeoff between the validity of the
interpolation method and our confidence in the estimated sub-
frame offset. For a slow movement (or high frame rate), the motion
between consecutive frames is small such that the assumption of
linear motion between frames is most valid. However, the small
differences between frames result in a very shallow minimum in
the error function such that our uncertainty in the sub-frame offset
value is relatively high.

In contrast, faster movements (or slower frame rates) result in
larger inter-frame differences in feature locations that are more
amenable to interpolation (since they give rise to a more promi-
nent minimum in the error function). However, linear interpola-
tion becomes less valid as the movement between sequences
increases.

We also note that faster sequences may exhibit motion blur that
increases uncertainty in the feature locations (whether estimated
automatically or by a human operator). Although this effect would
be reduced for sequences of high-frame rates (or slow movement),
we remind the reader that one of the key applications of the meth-
od is to synchronize stock footage where we have no control over
the data capture.

One application where interpolating feature locations is partic-
ularly beneficial arises for sequences of different frame rates. In
this case, generating synchronized sequences from uninterpolated
data results in frames being skipped (in the faster sequence) or
duplicated (in the slower sequence). For example, when synchro-
nizing PAL and NTSC sequences (25 and 30 Hz, respectively) using
the nearest frame duplicates every fifth frame of the PAL sequence
in order to maintain temporal consistency, resulting in ‘jerky’ mo-
tion of the feature locations. In contrast, interpolating feature loca-
tions smoothes out these discontinuities resulting in a more
aesthetically-pleasing motion.

5.5. Recovery of both a and D

In the previous experiments, a was fixed at unity such that D
was the only remaining parameter to be recovered. Under this con-
straint for affine projection, the algorithm recovered an offset of
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D ¼ 50:07 frames – an excellent match for the ground truth offset
of Dgt ¼ 50 frames.

For comparison, with a allowed to vary, the affine algorithm
recovered similar synchronization parameters of a ¼ 1:0001 and
D ¼ 50:05; the extra degree of freedom allowed the algorithm to
reduce the error in D although at a cost of increasing the error in
a. In general, it is recommended that a be constrained if the true
value is known.

In Section 6.3, we demonstrate the synchronization of se-
quences of different frame rates using NTSC and PAL cameras. An
alternative experiment using interleaved frames of different fre-
quency to synthesize a value of agt ¼ 1:50 was also presented for
a noisy sequence in [24].

5.6. Performance w.r.t. number of features

In our final experiment with the synthetic sequence, we evalu-
ate the sensitivity of the algorithm to the number of available fea-
ture locations. From a total of 14 available features, we synchronize
the sequences using sets of N ¼ 5;6;7; . . . ;14 features. For each N,
we repeat the experiment up to 20 times using random combina-
tions of the available features. We then computed the RMS error in
D over all trials for each N. This was then repeated using data with
noise of rn ¼ 2 pixels to observe any change in performance.

The outcome of the experiment was that the RMS did not typi-
cally change with the number of features used. However, the pro-
portion of trials that successfully converged did decrease with the
number of features; some trials were unable to recover the correct
initial estimate using only five or six features. Adding noise to the
data raised the average RMS error to � 0:5 frames (see Section 5.3)
but did not change the characteristics with respect to the number
of features.

These results suggest that most sets of 5 or more points on a hu-
man body are sufficiently non-rigid to recover synchronization
accurately. However, increasing the number of features increases
the chances of converging to the correct solution. Furthermore, a
larger feature set also provides some robustness in the presence
of occlusion since not all points are required at every frame.

6. Real examples

6.1. Running sequence

We continue with a real running sequence (Fig. 8) that was used
in previous work [24,25] to evaluate the algorithm performance.
The sequence pair was captured using two calibrated cameras,
hardware-synchronized at 60 Hz, for a quantitative ground truth
comparison of recovered synchronization parameters. The se-
quences were manually offset by 30 frames to give ground truth
values of agt ¼ 1 and Dgt ¼ 30. The locations of 13 joints (shoulders,
elbows, wrists, hips, knees, ankles and midriff) were hand-labelled
in each frame of the sequences. These feature locations were then
projected onto their corresponding epipolar lines (obtained from
the known calibration of the cameras) to reduce the noise in the
feature locations. However, the error component parallel to the
epipolar lines remained.

With a constrained at its known value of 1, an offset of D ¼ 29:96
was recovered by the affine algorithm, compared with its true value
Dgt ¼ 30. In comparison, the perspective algorithm recovered an
effectively zero-error estimate of Dgt ¼ 30 frames, since the feature
locations had been projected onto their epipolar lines.3 Allowing a
3 Note that only the component of the error that is normal to the estimated epipolar
line is measurable (and can therefore contribute to the reprojection error minimized
by the alignment algorithm) since all points along the epipolar line satisfy the
epipolar constraints equally well.
to deviate from its true value resulted recovered values of D ¼ 29:91
and D ¼ 30:00001 for the affine and perspective models, respectively.
Plots corresponding to this sequence are shown in Figs. 2–4.

6.2. Handstand sequence

The algorithm relies upon the motion of the subject being non-
rigid, otherwise all frames are consistent throughout the sequence
and the method is not valid. However, rigid motion of the human
body may occasionally occur during certain actions where the
body assumes an approximately fixed pose for extended periods
of time. We show this to be the case for a handstand sequence of
180 frames (Fig. 9), also captured using synchronized cameras
and manually offset by 30 frames. These points were not projected
onto their epipolar lines and therefore contain more noise than the
previous running sequence.
Fig. 10. (a) Recovered correspondences for the handstand sequence and (b) the
corresponding Hough accumulator. Compared with Fig. 4, we see no single
dominant peak and considerable support for outlying alignment estimates.
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Fig. 11. Contour plot of C2ða;DÞ for the handstand sequence. It can be seen that the
cost surface is relatively flat compared with Fig. 2b for the running sequence.
Furthermore, the minimum of the cost surface appears to be some distance from
the true value ðagt ¼ 1;Dgt ¼ 30Þ.
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Fig. 10a shows the putative frame correspondences recovered
by the affine algorithm where the underlying linear relationship
is clear only for a short period during the middle of the sequence
(when the legs undergo a ‘scissors’ motion). We also observe
blocks of corresponding frames suggesting that structure was
approximately for extended intervals of time. Fig. 10b shows the
corresponding Hough accumulator where we observe a cluster of
peaks around the correct solution and many outlying peaks corre-
sponding to spurious estimates.

With a constrained at unity, the 1D Hough accumulator pro-
posed an initial solution of D ¼ 28. This was then refined to
D ¼ 28:52 following non-linear optimization. With a allowed to
vary, initial values of a ¼ 0:900 and D ¼ 33:52 were selected from
the 2D Hough array. However, non-linear optimization of these values
led to a divergence from the true solution to give final estimates of
a ¼ 0:8755 and D ¼ 35:82.
Fig. 12. Juggling sequence as seen fro
Fig. 11 shows the cost surface, C2ða;DÞ, where this local mini-
mum is located some distance from the correct solution. Note that
this cost surface is relatively flat, compared with Fig. 2b for the
running sequence of identical synchronization parameters, due to
the areas of low cost at the extremes of the sequence where the
body was almost rigid.

Furthermore, the non-rigid motion that constrains the synchro-
nization occurs in the middle of the sequence. Therefore, any small
changes in a to reduce the error must leave the central portion of
the line almost unchanged. The only way to achieve this is by
applying a large change in D to compensate.

We note that one way to increase non-rigidity in the scene
would be to include static background points in the feature set.
However, since background points can be difficult to match be-
tween cameras we do not consider this to be a particularly desir-
able solution. In any case, rigid human motion is not
commonplace and we include this sequence as an exception to
the rule. It is also worth noting that in this case the perspective
projection model actually performed worse than the affine model
for this sequence. The reason for this, however, is unclear.

6.3. Juggling sequence

For our final sequence using the affine camera model, we dem-
onstrate the method on a juggling sequence (Fig. 12) captured
using two wide baseline cameras that were neither synchronized
nor calibrated. In particular, one sequence was captured using an
NTSC digital camera and consisted of 150 colour frames at 30 Hz
with a resolution of 320� 240 pixels. The other sequence, captured
with a PAL analogue camera, contained 250 greyscale frames at
25 Hz with a resolution of 720� 576 pixels. Corresponding feature
locations on the upper body, head and juggling balls were again
marked manually. We note, however, that this presents a situation
where automatic tracking could easily provide feature locations
that could be used for synchronization.

Fig. 13a shows the recovered frame correspondences where we
observe several distinct parallel bands due to the periodicity of the
juggling motion. These are observed as multiple peaks in the
Hough accumulator shown in Fig. 13b and multiple minima in
the cost function (Fig. 14). From the known frame rates, we com-
puted agt ¼ 25=30 � 0:833 and estimated that Dgt � 115 by inspec-
m two wide baseline viewpoints.
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Fig. 13. (a) Recovered correspondences for the juggling sequences and (b) the
corresponding Hough accumulator. Note the presence of multiple peaks in the
accumulator array due to the periodicity of the juggling motion.
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Fig. 14. Contour plot of C2ða;DÞ for the juggling sequence. It can be seen that the
cost surface has multiple minima due to the periodic motion.
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tion. The recovered values of a ¼ 0:8371 and D ¼ 113:60 closely
agreed with these estimates.

Although this would suggest an error in D of over one frame, we
remind the reader that the ‘ground truth’ value in this case was
estimated by inspection. Therefore, it is more likely that it is this
manually estimated offset, Dgt , that is in error rather than the value
computed from the data. The purpose of this experiment was sim-
ply to show that the algorithm recovered a value of D that roughly
agreed with our inspection.

6.4. Pins sequence

To finish, we briefly demonstrate the homography model ap-
proach using a sequence pair of point features moving indepen-
dently in a plane, captured using two cameras at approximately
12.5 and 8 Hz. The sequences, shown in Fig. 15, capture map
pins moving on a flat surface under the influence of a desk
fan. A crude feature tracker was then implemented to recover
feature tracks automatically. Although many tracks were cor-
rupted by noise and tracking error, 13 clean tracks were
matched by hand.

The recovered frame correspondences and corresponding
Hough accumulator are shown in Fig. 16 where very few spuri-
ous minima are apparent. The cluster of minima in the lower
left corner of Fig. 16a corresponds to the beginning of the se-
quence, where the pins were static, such that structure was
inherently ‘consistent’. The true synchronization parameter val-
ues were estimated, from the known frame rates and by inspec-
tion, as agt � 0:64 and Dgt � 16. These values correspond closely
to the recovered values of a ¼ 0:6118 and D ¼ 13:50, demon-
strating the effectiveness of the method. As in the previous
example, the ‘ground truth’ value of Dgt was estimated by
inspection and is therefore likely to be uncertain.

There are several reasons for the high performance on this
sequence. First, we note that the uncertainty is much smaller
for the pins since they are surface features and can be tracked
with high accuracy, in contrast to human joint locations that
are hidden beneath muscle tissue. Second, the pins were known
to move in a plane such that our assumption of corresponding
frames being related by a homography was correct, unlike the
affine case where perspective effects introduced error into the
system. Third, the pins did not assume characteristic configura-
tions, unlike the human body where motion is often periodic.
This resulted in far fewer ambiguous matches. Finally, each
point feature provides two constraints for cameras related by
a homography compared with one constraint each for affine
and perspective projection models.
7. Calibration

We note that affine structure and motion from corresponding
frames is available almost for free, simply by using the SVD to fac-
torize W. However, in order to measure useful kinematic quantities
(e.g., joint angles), it is first necessary to remove scaling and skew
of the axes by ‘upgrading’ to a Euclidean coordinate frame. Apply-
ing such a calibration method [26,27] to the juggling sequence re-
sults in the structure shown in Fig. 17.



Fig. 15. Pins sequence as seen from two wide baseline viewpoints.
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Fig. 16. (a) Recovered frame correspondences and (b) corresponding Hough
accumulator with dominant peak. Note that the correspondences and resulting
Hough accumulator are considerably more ‘clean’ than in other cases.
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8. Conclusion

This paper has presented a method for synchronizing two se-
quences of non-rigid motion, demonstrated for human motion in
particular. A unified framework was presented that demon-
strated the applicability of rank constraints for homography, per-
spective and affine projection models. This was employed within
a computationally efficient algorithm that estimated synchroni-
zation parameters to sub-frame accuracy for sequences of un-
known and differing frame rates. A quantitative analysis was
undertaken using synthetic data and the method was further
demonstrated using real sequences. It was shown that the meth-
od could recover synchronization accurately even for sequences
of a low frame rate with a relatively large offset. Interpolation
was shown to reduce reprojection errors by a factor of 2–3. Se-
quences of different frame rates were also synchronized
successfully.

The main limitation of the method is that it relies on two
matched sets of points moving non-rigidly in the scene (in
contrast to methods that employ dense image information,
e.g., [33]). In this work, we addressed this limitation by man-
ually labelling joint centres in sequences of human motion,
although some success has recently been achieved in automat-
ing this process [6,12,13]. In other applications, it is often
possible to track and match features using standard methodol-
ogies (e.g., the KLT tracker [45,46] or WSL tracker [47]) before
applying the method, as demonstrated in [23,20]. We also
note that, although not shown in this work, the method is
applicable for sequences where the cameras move indepen-
dently of each other since each pair of frames is treated
independently.

Future development of this method will focus primarily on
automating feature tracking within each sequence and feature
matching between sequences. In particular, we note that the
rank constraints not only indicate temporal alignment be-
tween sets of matched points but could potentially be
exploited to indicate spatial alignment: correctly matched sets
of points result in a lower reprojection error following factor-
ization than incorrectly matched sets. Factorization has also
been applied to lines and planes [48], suggesting that these
features could be useful for synchronization within a similar
framework.



Fig. 17. Euclidean reconstructions from juggling sequence.
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Appendix A. Minimizing kAxk2 w.r.t. x

Our general aim is to find the vector, x ¼ x̂, that minimizes
kAxk2 under a scaling constraint that x̂T x̂ ¼ 1. We begin by com-
puting the SVD of A:

A ¼ URVT ðA:1Þ

and defining

y ¼ VT x: ðA:2Þ

Therefore,

kAxk2 ¼ ðAxÞTðAxÞ ðA:3Þ
¼ xT VRT UT URVT x ðA:4Þ
¼ yTRT UT URy ðA:5Þ
¼ yTR2y ðA:6Þ

¼
Xr

i¼1

y2
i r

2
i ; ðA:7Þ

where r ¼ rankðAÞ. It is then straightforward to show that this is
minimized by yr ¼ 1; yi–r ¼ 0 if the singular values are arranged in
descending order of magnitude such that rr has the smallest value.
This the corresponds to setting x̂ equal to the right singular vector
that corresponds to rr , as stated.

Appendix B. Normalizing with respect to translation reduces
rank by 1

Our aim is to show that translating a set of points such that
their centroid lies at the origin results in a smaller matrix that
has a smaller rank. More specifically, if

MAa ¼

x1 y1 x01 y01 1

..

. ..
. ..

. ..
. ..

.

xN yN x0N y0N 1

2664
3775

a1

a2

a3

a4

a5

26666664

37777775 ¼ 0 ðB:1Þ

then

a1xi þ a2yi þ a3x0i þ a4y0i þ a5 ¼ 0 8i; ðB:2Þ

) 1
N

XN

i¼1

a1xi þ a2yi þ a3x0i þ a4y0i þ a5 ¼ 0; ðB:3Þ

) a1�xþ a2�yþ a3�x0 þ a4�y0 þ a5 ¼ 0: ðB:4Þ

We can also write
x1 y1 x01 y01 1

..

. ..
. ..

. ..
. ..

.

xN yN x0N y0N 1

2664
3775

a1

a2

a3

a4

a5

26666664

37777775 ¼ s1 þ s2 ¼ 0; ðB:5Þ

where

s1 ¼

x1 � �x y1 � �y x01 � �x0 y01 � �y0 0

..

. ..
. ..

. ..
. ..

.

xN � �x yN � �y x0N � �x0 y0N � �y0 0

2664
3775

a1

a2

a3

a4

a5

26666664

37777775 ðB:6Þ

¼

x1 � �x y1 � �y x01 � �x0 y01 � �y0

..

. ..
. ..

. ..
.

xN � �x yN � �y x0N � �x0 y0N � �y0

2664
3775

a1

a2

a3

a4

26664
37775 ðB:7Þ

and

s2 ¼

�x �y �x0 �y0 1

..

. ..
. ..

. ..
. ..

.

�x �y �x0 �y0 1

2664
3775

a1

a2

a3

a4

a5

26666664

37777775 ¼ 0 ðB:8Þ

by (B.4). Therefore

x1 � �x y1 � �y x01 � �x0 y01 � �y0

..

. ..
. ..

. ..
.

xN � �x yN � �y x0N � �x0 y0N � �y0

2664
3775

a1

a2

a3

a4

26664
37775 ¼ 0 ðB:9Þ

as stated.

Appendix C. The relationship between reprojection error and
singular values

In the case of affine projection we consider the measurements,
W, to be the sum of our reprojected structure estimate, PZ, and
some measurement error, fW. Therefore, using the SVD again gives

fW ¼W� PZ ðC:1Þ

¼
Xr

i¼1

riuivT
i �

X3

i¼1

riuivT
i ðC:2Þ

¼
Xr

i¼4

riuivT
i ; ðC:3Þ

where r is the actual rank of W, ri is the ith singular value of W, and
ui and vi are the ith left and right singular vectors of W, respec-
tively. Our aim is to minimize the sum of squared reprojection er-
rors, E, where

E ¼ kfWk2
F ¼ traceðfWTfWÞ ¼X

j

kj ðC:4Þ
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and kj are the eigenvalues of fWTfW. By definition the singular values
of fW are the square roots of the eigenvalues, kj. From the SVD of fW
(Eq. C.3), it can be shown that

E ¼
Xr

i¼4

r2
i ; ðC:5Þ

i.e., the sum of the squared singular values is equal to the sum of
squared reprojection errors and is therefore a suitable metric for
structural consistency between two frames.
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